**ECE 595 Homework 5 Due: Oct. 22, 4 PM**

**1**. Is the following two-class problem solvable by a single neuron perceptron? Show analytically and verify graphically.
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**2**. Use MATLAB to initialize and train a single neuron perceptron for the following vectors.
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Turn in your code, results with the final weight vector and bias, and the classes for **U**1 and **U**2.

**3**. Using a perceptron with bias and an initial value of ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAA3MBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBAAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABwkxZ1gAEadWMdZv0EAAAALQEAABIAAAAyCgAAAAAHAAAAWzEgMSAxXf9gAK4ATgCuAE4AogAAAwUAAAAUAvQAgwMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAHCTFnWAARp1Yx1m/QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFR5vAGVAAAAJgYPAB8BQXBwc01GQ0MBAPgAAAD4AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIJbAAIAiDEAAgCBIAACAIgxAAIAgSAAAgCIMQACAIJdAAMAHAAACwEBAQACAINUAAAAAAABCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A/WMdZv0AAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), determine and plot the class boundary for the given data, *halfmoon.mat* in MATLAB. Note that the class values are implicit – above x2 = 0 line goes with class = 1 and below x2 = 0 with class = 0. (a) Plot the two-class data (use red dot, for example, for class = 1, and blue dot for class = 0) first to see where a boundary line may exist and then superimpose your calculated hypothesis boundary line. You may run your PLA until all patterns are correctly recognized. Note that you need to check all data points to complete an epoch. For terminating your PLA, check if the error between the actual and the predicted class is zero for all data points in an epoch. (b) Test the trained perceptron using the data read from the file, *halfmoonTest.mat*. How many points in the test set are misclassified?